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3.1 Introduction
In this chapter, probability is defined and some rules for working with probabilities
are introduced. Understanding probability is essential in calculating and interpreting
p-values in the statistical tests of subsequent chapters. It also permits the discussion
of sensitivity, specificity, and predictive values of screening tests.

3.2 Definition of Probability

Question: What is Probability?

Answer

Probability, is a mathematical language or framework that allows us to describe and

analyze random phenomena ( العشوائيةالظواهر  ) in the world around us as well as in

every discipline in science, engineering, technology, medicine and health sciences.

Question: What is a random phenomena?

Answer

By a random phenomena, we mean events or experiments whose outcomes (results)

(النواتج) we can’t predict with certainty.

Probability in Health Sciences

The concept of probability is not foreign to health sciences workers and is

frequently encountered in everyday communication.
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Example
 A physician say that a patient has a 50–50 chance of surviving a certain operation.
 A physician may say that she is 95 percent certain that a patient has a particular

disease.
 A public health nurse may say that nine times out of ten a certain client will break

an appointment.

Notation (1): As these examples suggest, most people express probabilities in terms
of percentages.

Notation (2): In dealing with probabilities mathematically, it is more convenient to
express probabilities as fractions. Thus:
 We measure the probability of the occurrence of some event by a number

between zero and one.
 The more likely the event, the closer the number is to one.
 The more unlikely the event, the closer the number is to zero.
 An event that cannot occur has a probability of zero.
 An event that is certain to occur has a probability of one.

Notation (3): Probability provides a bridge between
descriptive statistics and inferential statistics. That
is, the theory of probability provides the foundation
for statistical inference.



Definition: Experiment

Any activity that yields a result or an outcome is called an experiment. The

experiment results in something. The possible results (outcomes) of an experiment

may be one or more. Based on the number of possible results in an experiment, we

classify the experiments into two types as follows:

 Deterministic (Non-random).

 Random (Nondeterministic).

Examples

Here are some examples of experiments: 

 The rolling of a die. 

 The tossing of a coin.

 PCR test for COVID-19.

 The selection of a numbered ball (1 - 50) in an urn. 

 The throwing of a stone to up.
4



5

Definition: Deterministic (Non-Random) Experiment

It is the experiment which have only one possible result or outcome, that is, whose

result is certain or unique. The result of this type of experiments is predictable with

certainty and is known prior to its conduct (determine the outcome with 100%

certainty).

Notation: Probability theory does not based on the paradigm of a non-random

(deterministic) experiments.

Example

Here are some examples of deterministic (non-random) experiments: 

(1) Combining Hydrogen and Oxygen to make water (H2O).

(2) The rises of sun tomorrow.

(3) The throwing of a stone to up.

Definition: Random (Non-Deterministic) Experiment

A Random Experiment is an experiment for which we know the set of all possible

results (outcomes) for it before it performed but we can’t predict which one of the

results will occur until it performed.

Notations

(1) Probability theory is based on the paradigm of random experiments.

(2) An outcome is a result of a random experiment.
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Example

Here are some examples of random experiments (non-deterministic): 

(1) Tossing of a coin.

(2) Rolling a die.

(3) PCR test for COVID-19.

(4) Testing the blood group for a patient in the hospital.

The Sample Space (S)

An Event



Types of  Events

There are four types of events as follows:

1- Simple Event.                   

2- Compound Event.

3- Null (Impossible) Event (ϕ): ϕ = { } = the event that contains no outcomes.

4- Sure or certain Event (S): the event that contains all outcomes.

Notation: The empty event, ϕ , never occurs while the sure event, S, always occurs.

Important Rules : Counting the Number of Outcomes (n(S)) for a Sample Space (S):
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Examples of a Sample Space (S)
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Question: Determine the outcomes and type of the following events defined on the Sample Space (S): 
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The probability of an event is the relative frequency of this set of outcomes over an
indefinitely large (or infinite) number of trials.

Notation (Important): The probability of an event A, denoted by P(A), always
satisfies: 0 ≤ P(A) ≤ 1
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Example
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If outcomes A and B are two events that cannot both happen at 
the same time, then:

P(A or B occurs) = P(A) + P(B).
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Thus the events A and B in Example 3.6 are mutually exclusive.



3.3 Some Useful Probabilistic Notation

The symbol { } is used as shorthand for the phrase “the event.”

Union or A ∪ B is the event that either A or B occurs, or they
both occur.

Hypertension
Let events A and B be defined as: A = { X < 90 }, B = { 90 ≤ X < 95 }, where
X = DBP. Then A ∪ B = { X < 95 }.

Example

Hypertension
Let events C and D be defined as:
C = { X ≥ 90 } and D = { 75 ≤ X ≤ 100 }. Then C ∪ D = { X ≥ 75 }.

Example

Figure 3.1 Diagrammatic representation of A ∪ B: 
(a) A , B Mutually Exclusive                                    (b) A , B Not Mutually Exclusive
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Intersection or A ∩ B is the event that both A and B occur
simultaneously (common outcomes between A and B). A ∩ B is
shown in Figure 3.2.

Figure 3.2 Diagrammatic representation of A ∩ B:

Hypertension
Let events C and D be defined as:
C = { X ≥ 90 } and D = { 75 ≤ X ≤ 100 }.
Then C ∩ D = { 90 ≤ X ≤ 100 }.

Example

16
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Example
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Example

Given the following information:

S = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15}

A = {1, 2, 5, 9, 13}

B = {2, 4, 6, 9}

Then:

A B = {1, 2, 5, 9, 13}  {2, 4, 6, 9}

= {1, 2, 4, 5, 6, 9, 13}.

= {3, 4, 6, 7, 8, 10, 11, 12, 14, 15}.

A  B = {1, 2, 5, 9, 13}  {2, 4, 6, 9}

= {2, 9} 
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3.4 The Multiplication Law of Probability
In this section, certain specific types of events are discussed.

Two events A and B are called independent events if
P(A ∩ B ) = P(A) × P(B )

Two events A, B are dependent if
P(A ∩ B ) ≠ P(A) × P(B)

Example Hypertension, Genetics
Suppose we are conducting a hypertension-screening program in the home.
In particular, we might be interested in whether the mother or father is
hypertensive, which is described, respectively, by events:
A = {mother’s DBP ≥ 90}
B = {father’s DBP ≥ 90}.

A ∩ B = {mother’s DBP ≥ 90 and father’s DBP ≥ 90}.

Suppose we know that P(A) = 0.1 , P(B) = 0.2
and P(A ∩ B) = 0.02. Are the two events A and B independent?
Solution
P(A ∩ B ) = 0.02      AND      P(A) × P(B) = 0.1 × 0.2 = 0.02 
Then P(A ∩ B ) = 0.02 = P(A) × P(B)
Therefore A and B are independent events. The hypertensive status of the mother
does not depend at all on the hypertensive status of the father.
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In particular, we might be interested in whether the mother and mother
first-born child’s is hypertensive, which is described, respectively, by
events:
A = {mother’s DBP ≥ 90}
B = {mother first-born child’s DBP ≥ 80}.

Hypertension, GeneticsExample

A ∩ B = {mother’s DBP ≥ 90 and mother first-born child’s DBP ≥ 80}.

Suppose we are conducting a hypertension-screening program in the home.

Suppose we know that P(A) = 0.1 , P(B) = 0.2 and P(A ∩ B) = 0.05. Are the two events
A and B independent?

Solution
P(A ∩ B ) = 0.05      AND      P(A) × P(B) = 0.1 × 0.2 = 0.02 
Then P(A ∩ B ) = 0.02 ≠ 0.05 = P(A) × P(B)

Conclusion: Therefore A and B dependent events. This
outcome would be expected because the mother and her
first-born child both share the same environment and are
genetically related.

Notation: If two events are not independent, then they are said to be dependent.
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Sexually Transmitted Disease Suppose two doctors, A and B, test all
patients coming into a clinic for syphilis. Let us define the following
two events:

*** Example

Solution

We are given that 

Conclusion: The two events are dependent. This result would be expected because
there should be a similarity between how two doctors diagnose patients for syphilis.

Now Definition 3.7 can be generalized to the case of k (> 2) independent events. This
is often called the multiplication law of probability given as follows:
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3.5 T he Addition Law of Probability

Addition Law of Probability

If A and B are any events, then P(A ∪ B) = P(A) + P(B) − P(A ∩ B)

Notice that if A and B are mutually exclusive events, that is A ∩ B = ϕ, then
P(A ∩ B) = P(ϕ) = 0 and therefore P(A ∪ B) = P(A) + P(B).

The Addition Law of Probability principle is diagrammed in Figure 3.5. 



23

Example Sexually Transmitted Disease Suppose two doctors, A and B, test all patients
coming into a clinic for syphilis. Let us define the following two events:

A diagnoses 10% of all patients as positive, doctor B diagnoses 17% of all patients
as positive, and both doctors diagnose 8% of all patients as positive, that is, we are
given the following probabilities:

Suppose a patient is referred for further lab tests if either doctor A or B makes a
positive diagnosis. What is the probability that a patient will be referred for further
lab tests?

Solution

Thus, 19% of all patients will be referred for further lab tests.
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Special Case of Addition Law of Probability for Independent Events

If the two events A and B are independent, then we have the following rule:

P(A ∪ B) = P(A) + P(B) × [1− P(A)]

This probability is diagrammed in Figure 3.6.



Example Hypertension

Let A = { mother’s DBP ≥ 90 }   and    B = { father’s DBP ≥ 90 }

If P (A) = 0.1 , P(B) = 0.2 and assuming that A and B are independent events, then:

What is the probability of a hypertensive household?

Solution

Notation: A “hypertensive household” is defined as one in which either the mother
or the father is hypertensive, with hypertension defined for the mother and father,
respectively, in terms of events A and B.

P(hypertensive household)      = P(A ∪ B) = P(A) + P(B) × [1− P(A)] 
=  0.1 + 0.2 × (1- 0.1)
=  0.1 + 0.18
=  0.28

Thus, 28% of all households will be hypertensive.

Important Notation
It is possible to extend the addition law to more than two events. In particular, if
there are three events A, B, and C, then

P(A∪B∪C) = P(A) + P(B) + P(C) − P(A∩B) − P(A∩C) − P(B∩C) + P(A∩B∩C)
This result can be generalized to an arbitrary number of events, although that is
beyond the scope of this textbook.
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3.6 Conditional Probability

Example Breast Cancer

The relative risk (RR) of A given B is given as follows:

Notice that if two events A, B are independent, then the RR is 1. If two events A, B
are dependent, then the RR is different from 1. Heuristically, the more the
dependence between events increases, the further the RR will be from 1.
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Example
Sexually Transmitted Disease Suppose two doctors, A and B, test all patients coming
into a clinic for syphilis. Let us define the following two events:

Solution

Solution

Thus, when doctor A diagnoses a patient as negative, doctor B will contradict the diagnosis 10% of time.



Solution
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This indicates that doctor B is 8 times as likely to diagnose a patient as positive
when doctor A diagnoses the patient as positive than when doctor A diagnoses
the patient as negative. These results quantify the dependence between the two
doctors’ diagnoses.

See Example 3.21 Page 53

Total-Probability Rule



Example

Ophthalmology: We are planning a 5-year study of cataract in a population of
5000 people 60 years of age and older. We know that:

A1 = {ages 60–64}  , A2 = {ages 65–69}  , A3 = {ages 70–74}  , A4 = {ages 75+} 

Define the event B = {develop cataract in the next 5 years}
And you know that:

P(A1) = 0.45   ,   P(B|A1) = 0.024
P(A2) = 0.28   ,   P(B|A2) = 0.046
P(A3) = 0.20   ,   P(B|A3) = 0.088
P(A4) = 0.07   ,   P(B|A4) = 0.153

then find P(B)?
Solution
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By using the total-probability rule, we have:

Conclusion: Thus 5.2% of this population will develop cataract over the next 5
years, which represents a total of 5000 × 0.052 = 260 people with cataract.

Notice that: The above events are mutually exclusive and exhaustive because each
person in our population must be in one and only one age group.



Notation: The definition of conditional probability also allows the multiplication law
of probability to be extended to the case of dependent events as follows:

If the events are independent, then the conditional probabilities on the right hand
side of Equation 3.8 reduce to unconditional probabilities and the generalized
multiplication law reduces to the multiplication law for independent events given in
Equation 3.2 below:
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3.7 Bayes ’ Rule and Screening Tests

In the health sciences field a widely used application of probability laws and
concepts is found in the evaluating of screening tests and diagnostic criteria. Our
interest is to predict the presence or absence of a particular disease from a
knowledge of a test results (positive or negative). The general concept of the
predictive value of a screening test can be defined as follows:

(a) Screening Tests

(a) Predictive Value Positive (PV+) of a Screening Test
It is the probability that a person has a disease given that the test is positive.

P(Disease | Test+ )

(b) Predictive Value Negative (PV−) of a Screening Test
It is the probability that a person does not have a disease given that the test is
negative.

P(No Disease | Test −)
Example
Cancer Suppose that in a particular study conducted on a random sample of women
to diagnose whether or not they have a breast cancer within two years, we have the
following probabilities:
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Notation: For a symptom to be effective in predicting disease, it is important that
both the sensitivity and specificity be high.
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(b) Bayes’ Rule
Definition: Cases are participants possessing a condition of interest (disease).

Controls are participants lacking that (those without it) condition (disease).
Example
If we are interested in the effects of exposure to a particular
chemical on diagnoses of mesothelioma, a type of cancer. Here,
you would compare those exposed (cases) with those not exposed
(controls) to the chemical. This would allow us to observe whether
the people exposed to the chemical had more instances of
mesothelioma than those who weren’t exposed.
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Thus, from Bayes’ rule it follows that:

(a) Predictive Value Positive 
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(b) Predictive Value Negative 

Conclusion
Thus, a negative result from the machine is reasonably predictive because we are
95% sure a person with a negative result from the machine is normotensive.
However, a positive result is not very predictive because we are only 48% sure a
person with a positive result from the machine is hypertensive.

Notation
Example 3.26 considered only two possible disease states: hypertensive and
normotensive. In clinical medicine there are often more than two possible disease
states. We would like to be able to predict the most likely disease state given a
specific symptom (or set of symptoms). Let’s assume that the probability of having
these symptoms among people in each disease state (where one of the disease
states may be normal) is known from clinical experience, as is the probability of
each disease state in the reference population. This leads us to the generalized
Bayes’ rule.
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Equation 3.10

Pulmonary Disease 

A = {chronic cough, results of lung biopsy}

and that in the 60-year-old, never-smoking men,  we have:
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Suppose also that

; ;

The interesting question now becomes what are the probabilities P(Bi|A) of the
three disease states given the previous symptoms?

Solution Bayes’ rule can be used to answer this question follows:

;     i = 1, 2, 3
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Problems: 3.1-3.25, 3.32-3.36, 3.68-3.73.
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De Morgan’s Laws

Probability Rules

1.     A B A B   2.    A B A B  

Rules Involving the Empty Set (ϕ) and the Entire Event (S)

)()()()( BAPBPAPBAP 

Important Probability Rules

P( A) = 1 – P(A)
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Additional Rules
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Conditional Probability 
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Exercises

Exercise (1): If the probability a person weight become normal after joining a health club for 3 months is

0.35, find the probability that a person weight joining this club does not become normal after the 3

months? Answer: 0.65.

Exercise (2): Suppose that a researcher asked 25 people if they liked the taste of a new fruit drink. The

responses were classified as “yes”, “no” or “undecided.” The results were categorized in simple

frequency table as shown below:

What is the probability of selecting a person who liked the taste? Answer: 0.60.

Response Yes No Undecided Total

Frequency 15 8 2 25

44



Exercise (3): In a shipment of 25 treadmill to a health club in Jordan, 2 are defective. If two devices are

randomly selected and tested, find the probability that both are defective if the first one is not replaced

after it has been tested? Answer: 0.00333.

Exercise (4): In a random sample of 50 people selected from a GYM in Jordan, 21 had type O blood, 22

had type A blood, 5 had type B blood, and 2 had type AB blood. The results were categorized in simple

frequency table as shown below:

Find the following probabilities:

a) What is the probability of selecting a person has type O blood? Answer: 0.42.

b) What is the probability of selecting a person has type A or type B blood? Answer: 0.54.

c) What is the probability of selecting a person has neither type A nor type O blood? Answer: 0.14.

d) What is the probability of selecting a person does not have type AB blood? Answer: 0.96.

Blood Type A B AB O

Frequency 22 5 2 21

Number of days stayed 3 4 5 6 7 Total

Frequency 15 32 56 19 5 127
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Exercise (5): The hospital records from Jordan indicates that maternity patients stayed in the hospital for

the number of days shown in the simple frequency table below:

Find the following probabilities:

a) What is the probability of selecting a patient stayed exactly 5 days? Answer: 0.441.

b) What is the probability of selecting a patient stayed less than 6 days? Answer: 0.811.

c) What is the probability of selecting a patient stayed at most 4 days? Answer: 0.370.

d) What is the probability of selecting a patient stayed at least 5 days? Answer: 0.630.



Exercise (6): In a hospital unit there are 8 nurses and 5 physicians. Seven nurses and three physicians are

females as shown in the table below:

If a staff person is selected, find the probability that the person is a nurse or a male? Answer: 0.76923.

Staff
Sex

Total
Male Female

Nurses 1 7 8

Physicians 2 3 5

Total 3 10 13

Exercise (7): In a pizza restaurant, 95% of the customers order pizza, 68%

of the customers order salad and 65% of the customers order both pizza

and salad. Are the two events, order pizza and order salad independent?

Exercise (8): The table below shows the smoking habits for group of cancer patients selected randomly

from the King Hussein Cancer Center (KHCC) in Jordan:

If a patient is selected at random from this group, then the value of P F ∩  N = ? Answer: 0. 149.

THE END 
46


