
Regression and Correlation Methods



Introduction

Correlation Coefficient

In this chapter, we will discuss 

1. Scatter plot.
2. Pearson correlation coefficient (Section 11.7)

2. Testing Pearson Correlation coefficient (Section 
11.8).

3. Confidence intervals for Pearson Correlation 
coefficient (Section 11.8).



Scatter Plot
 A scatter plot is a graphical representation that 

displays individual data points that correspond to 
values of two variables, one on the x-axis and the other 
on the y-axis.

 The primary purpose of a scatter plot is to visually 
examine the relationship between two variables. 
Plotting the data points allows us to identify patterns, 
trends, or correlations between the variables. 



Example: 



Example: Scatter plot of 
birthweight and Estriol Level
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Scatterplot of Birthweight vs Estriol



Example: Scatter plot of birthweight and Estriol Level along with 
a line (called regression line) representing the linear relationship 
between the two variables. 
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Scatterplot of Birthweight vs Estriol
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The following notation is needed 

The raw sum of squares for x is defined by 

The corrected sum of squares for x is denoted by Lxx and 
defined by 

It represents the sum of squares of the deviations of the xi from 
the mean. Similarly, the raw sum of squares for y is defined by

The corrected sum of squares for  y is denoted by Lyy and 
defined by



The raw sum of cross products is defined by 

The corrected sum of cross products is defined by

which is denoted by Lxy.

It can be shown that a short form for the corrected sum of cross 
products is given by



Correlation Coefficient
The sample (Pearson) correlation coefficient (r) is defined by
Lxy/√LxxLyy. The correlation is not affected by changes in location or
scale in either variable and must lie between -1 and +1. It is a useful tool
for quantifying the relationship between variables.

Interpretation of the sample correlation coefficient

If the correlation is greater than 0, then the variables are said to be
positively correlated. Two variables (x,y) are positively correlated if as x
increases, y tends to increase, whereas as x decreases, y tends to
decrease.

If the correlation is less than 0, then the variables are said to be
negatively correlated. Two variables (x,y) are negatively correlated if as x
increases, y tends to decrease, whereas as x decreases, y tends to
increase.

If the correlation is exactly 0, then the variables are said to be
uncorrelated. Two variables (x,y) are uncorrelated if there is no linear
relationship between x and y.
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The exact p-value is given by

p = 2 ×()    if  ≤ 0

p = 2 ×[1-()]    if  > 0

Assume and underlying normal distribution for each of the 
random variables used to compute r and z.



The z test is used to test hypotheses about nonzero null
correlations, whereas the t test is used to test hypotheses about
null correlations of zero.

The z test can also be used to test correlations of zero under the
null hypothesis, but the t test is slightly more powerful and is
preferred.

However, if 0  0, then the one-sample z test is very sensitive
to non-normality of either x or y.





Summary

In this chapter, we discussed

1. Scatter Plot

2. Pearson correlation methods are used to determine the association 
between two normally distributed variables without distinguishing 
between dependent and independent variables.

3. Statistical inference (testing and confidence intervals) methods for 
investigating the relationship between two or more variables. 




