
Probability



In addition to describing data, we might want to test specific 
inferences about the behavior of data.

Hypothesis: Women who have their first child after the age of 30 
are more likely to develop breast cancer than those who have 
their first child before age 20.

Sample size: 2000 women; 45-54 years of age; of which, 1000 had 
their first child before age 20 and 1000 after  age 30. This is a 
limited sample size and results may not be conclusive.

The sample size may be increased to 10,000 women; however, the 
apparent difference in rate of breast cancer occurrence may still 
be due to chance. 

To set a framework for evaluating occurrence, we introduce 
the concept of probability.



3.2 Definition of Probability



The sample space is the set of all possible outcomes.

An event is any set of outcomes of interest.

The probability of an event is the relative frequency of this set
of outcomes over an indefinitely large (or infinite) number of
trials.

In real life, experiments cannot be performed an infinite
number of times. Hence, probabilities are estimated from
empirical probabilities obtained from larger samples.

Theoretical probability models may also be constructed from
which probabilities of many different kinds of events can be
computed.

Comparing empirical probabilities with theoretical
probabilities enables us to assess the goodness-of-fit of
probability models.



The probability of an event E, denoted by Pr(E), always satisfies  

0≤ Pr(E) ≤ 1

If outcomes A and B are two events that cannot both happen at the 
same time, then Pr(A or B occurs) = Pr(A) + Pr(B)



3.3 Some Useful Probabilistic Notations
The symbol { } is used as shorthand for the phrase “the event.”

A  B is the event that either A or B occurs, or they both occur.



A  B is the event that both A and B occur simultaneously.





A is the event that A does not occur. It is called the complement 
of A. Notice that Pr(A) = 1 – Pr(A), because A occurs only when A 
does not occur. 

Example:
If A and C are two events. A = { X < 90}; C = { X  90}. 
Then, C = A, because C can only occur when A does not occur.



3.4 Multiplication Law of Probability

Events A and B are called
independent events if 
Pr(A  B ) = Pr(A) × Pr(B)

If Pr(A) = 0.1 and Pr(B) =0.2
Probability that both mother 
and father are hypertensive,

Pr(A  B ) = Pr(A) × Pr(B)
=0.1(0.2) = .02

If A1,…, Ak are mutually 
independent events, then
Pr(A1  A2 …Ak) = 
Pr(A1) × Pr(A2)… × Pr(Ak)





Two events A, B are dependent if Pr(A  B)  Pr(A) × Pr(B)



The probability-density function of the random variable X is a
function such that the area under the density-function curve
between any two points a and b is equal to the probability that
the random variable X falls between, a and b.

Thus, the total area under the density-function curve over the
entire range of possible values for random variable is 1.

Areas A, B, C  probabilities of
being mildly, moderately, and
severely hypertensive.



3.5 Addition Law of Probability
If A and B are any events, then Pr(A  B) = Pr(A) + Pr(B) – Pr(A  B)

Special case: If events A and B are 

mutually exclusive, then Pr(A  B) = 0

And the addition law reduces to

Pr(A  B) = Pr(A) + Pr(B).





For independent events A and B:Pr(A  B) = Pr(A) + Pr(B) × [1 – Pr(A)]

Two mutually exclusive events: {A occurs} and {B occurs and A does not 
occur}. 

Similarly, for three events A, B, and C

Pr(A  B  C) 

= Pr(A) + Pr(B) + Pr(C) – Pr(A  B) –
Pr(A  C) - Pr(B  C) + Pr(A  B  C) 

















3.7 Baye’s Rule and Screening Tests

The predictive value positive (PV+) of a screening test is the 
probability that a person has a disease given that the test is 
positive.

Pr(disease|test+)

The predictive value negative (PV-) of a screening test is the 
probability that a person does not have a disease given that the 
test is negative.

Pr(no disease|test-)





A symptom or set of symptoms can be regarded as a screening 
test for a disease. Higher the PV of the symptoms, the more 
valuable the test will be. 

Clinicians often cannot directly measure the PV of a set of 
symptoms. However, they can measure how often specific 
symptoms occur in diseased and normal people.

Sensitivity of a symptom (or a set of symptoms ): the 
probability that the symptom is present given that the person has 
a disease.

Specificity of a symptom (or a set of symptoms ): the 
probability that the symptom is not present given that the person 
does not have a disease.

False negative: negative test result when the disease or 
condition being tested for is actually present.

False positive: positive test result when the disease or 
condition being tested for is not actually  present.







Baye’s Rule

Generalized Baye’s Rule
Let B1, B2,…, Bk be a set of mutually exclusive and exhaustive 
disease states. Let A be a symptom or a set of symptoms.











Summary
Probabilities may be calculated using addition and multiplication 
laws.

Independent events are unrelated to each other as opposed to 
dependent events.

Conditional probability and RR may be used quantify the dependence 
between two events.

Sensitivity, specificity, and PV are used to define the accuracy of 
screening tests.

Baye’s rule may be used to compute the PV of screening tests. 




