


4.1 Introduction

In this chapter, we will discuss

Discrete random variables
Probability-mass function (probability distribution)
Binomial distribution



A random variable is  function that assigns numeric values to 
different events in a sample space.

Two types of random variables: discrete and continuous

A random variable for which there exists a discrete set of numeric 
values is a discrete random variable.

A random variable whose possible values cannot be enumerated is 
a continuous random variable.





The values taken by a discrete random variable and its associated
probabilities can be expressed by a rule or relationship called a
probability-mass function (pmf).

A probability-mass function, sometimes also called a
probability distribution, is a mathematical relationship, or
rule, that assigns to any possible value r of a discrete random
variable X the probability Pr(X = r). This assignment is made for
all values r that have positive probability.





Frequency distribution is described as a list of each value in 
the data set and a corresponding count of how frequently 
the value occurs.

If each count is divided by the total number of points in the 
sample, then the frequency distribution can be considered 
as a sample analog to a probability distribution.

Frequency distribution gives the actual proportion of points 
in a sample that correspond to specific values. Hence, the 
appropriateness of a model can be assessed by comparing 
the observed sample-frequency distribution with the 
probability distribution, also called as goodness-of-fit.



Pmf derived from the 
binomial distribution is 
compared  with the 
frequency distribution to 
determine whether the drug 
behaves with the same 
efficacy as predicted.



where the xi’s are the values the random variable 
assumes with positive probability.





4.5 Variance of a Discrete Random Variable

The analog of the sample variance (s2) for a random variable is
called the variance of a random variable, or population
variance, and is denoted by Var(X) or 2

where xi
2 are the values for which the random variable takes on 

positive probability. The standard deviation of a random variable X, 
denoted by sd(X) or , is defined by the square root of its variance.

The variance represents the spread, relative to the expected value, of 
all values that have positive probability.

Approximately 95% of the probability mass falls within two 
standard deviations (2) of the mean of a random variable.

OR









A sample of n independent trials, each of which can have only 
two possible outcomes, which are denoted as “success” and 
“failure.” 

The probability of a success at each trial is assumed to be some 
constant p, and hence the probability failure at each trial is

1 – p = q. 

That is, the probability of k successes within n trials







The distribution of the number of successes in n statistically 
independent trials, where the probability of success on each trial 
is p, is known as the binomial distribution and has a probability-
mass function given by 

Let X be a binomial random variable with parameters n and p.

Let Y be a binomial random variable with parameters n and q = 1 
– p.

Then,  

The probability of obtaining k successes for a binomial random 
variable X with parameters n and p is the same as the probability 
of obtaining n- k successes for a binomial random variable Y with 
parameters n and q.





Using Binomial Tables

.





Using Electronic Tables

For sufficiently large n, the normal distribution can be used to approximate the

binomial distribution and tables of the normal distribution can be used to

evaluate binomial probabilities.

If the sample size is not large enough to use normal approximation, then an

electronic table can be used to evaluate binomial probabilities.

MS Excel provides a menu of statistical function, including calculation of

probabilities for many probability distributions. Example, the binomial-

distribution function, called BINOMDIST, which can be used to calculate the

pmf and cdf for any binomial distribution.





The expected number of successes in n trials is the probability     
of success in one trial multiplied by n, which equals np. 

For a given number of trials n, the binomial distribution has the              
highest variance when p = ½. 

Variance decreases as p moves away from ½, 

becoming 0 when p = 0 or 1.











In this chapter, we discussed:

Random variables and the distinction between discrete and 
continuous variables.

Specific attributes of random variables, including notions of 
probability-mass function (probability distribution), expected value, 
and variance.

Sample frequency distribution was described as a sample 
realization of a probability distribution, whereas sample mean (x) 
and variance (s2) are sample analogs of the expected value and 
variance, respectively, of a random variable.

Binomial distribution was shown to be applicable to binary 
outcomes (“success” and “failure”). 




