




Continuous Probability Distribution



The normal, or Gaussian or “bell-shaped,” distribution is the 
cornerstone of most methods of estimation and hypothesis 
testing.

Many random variables, such as distribution of birth weights or 
blood pressures in the general population, tend to follow 
approximately a normal distribution.

Those variables that are not themselves normal oftentimes are 
closely approximated by a normal distribution when summed.

Using normal distribution is desirable since it is easy to use and 
tables for it are more widely available than are tables for other 
distributions.



The cumulative-distribution function for the random variable X 
evaluated at the point a is defined as the probability that X will take 
on values ≤ a. It is represented by the area under the pdf to the left of a.



Generally, a distinction is not made between Pr(X < x) and Pr(X ≤
x) when X is a continuous random variable because they
represent the same quantity since the probability of individual
values is 0; that is, Pr(X = x) = 0.

Expected value and variance for continuous random variables
have the same meaning as for discrete random variables.

The expected value of a continuous random variable X, denoted
by E(X), or , is the average value taken on by the random
variable.



The variance of a continuous random variable X, denoted by Var(X)
or 2 is the average squared distance of each value of the random
variable from its expected value, which is given by E(X - )2 and can
be re-expressed in short form as E(X2) - 2. The standard deviation,
or , is the squared root of the variance, that is,  = √Var(X).



Normal distribution is the most widely

used continuous distribution.

It is vital to statistical work.

It is also frequently called Gaussian

distribution, after the well-known

mathematician Karl Friedrich Gauss.

Normal distribution is generally more convenient to work with than any
other distribution.

Body weights or DBPs approximately follow a normal distribution.
Other distributions that are not themselves normal can be made
approximately normal by transforming data onto a different scale, such
as a logarithmic scale.



Usually, any random variable that can be expressed as a sum of many
other random variables can be well approximated by a normal
distribution.

Example., many physiologic measures are determined in part by a
combination of several genetic and environmental risk factors can often
be well approximated by a normal distribution.

Most estimation procedures and hypothesis tests assume the random
variable being considered has an underlying normal distribution.

An important area of application of normal distribution is as an
approximating distribution to other distributions. It is defined by its
pdf, which is given as,



The density function follows a bell-shaped curve, with the mode at 
and the most frequently occurring values around . The curve is
symmetric around , with points of inflection on either side of  at

 -  and  + .

A point of inflection is a point at which the slope of the curve
changes direction. Distance from  to the points of inflection are an
indicator of magnitude of .

Using calculus methods, it can be shown that  and 2 are the
expected value and variance, respectively, of the distribution.



A normal distribution with mean 0 and variance 1 is called a 

standard, or unit, normal distribution. 

This distribution is also called N(0,1) distribution.



This distribution is symmetric 
about 0, because f(x) = f(-x).

About 68% of the area under 
the standard normal density 
lies between +1 and -1, about 
95% of the area lies between 
+2 and -2, and about 99% lies 
between +2.5 and -2.5. 
Pr(-1 < X < 1) = 0.6827
Pr(-1.96 < X < 1.96) = 0.95
Pr(-2.576 < X < 2.576) = 0.99

5.4 properties of the standard Normal distribution



The cumulative-distribution function (cdf) for a standard normal 
distribution is denoted by (x) = Pr(X ≤ x) where X follows an 
N(0,1) distribution.

The symbol ~ is used as shorthand for the phase “is distributed 
as.” Thus, X ~ N(0,1) means that the random variable X is 
distributed as N(0,1) distribution.

The area to the left of x  approaches 0 as x becomes small and 
approaches 1 as x becomes large.



Symmetry Properties of the Standard Normal Distribution

(-x) = Pr(X ≤ -x) = Pr(X  x) = 1 – pr(X ≤ x) = 1 - (x)

A normal range for a biological quantity is often defined by a range within
x standard deviations of the mean for some specified value of x.
The probability of a value falling in this range is given by Pr(-x ≤ X ≤ x) for
a standard normal distribution.









In Excel 2007, the function NORMDIST(x) provides the cdf

for a standard normal distribution for any value of x.

The (100 × u)th percentile
of a standard normal distribution
is denoted by zu

Pr(X < zu) = u where X ~ N(0,1)



The function zu is sometimes referred to as the inverse normal 
function. 

To evaluate zu we determine the area u in the normal tables and 
then find the value zu that corresponds to this area. 

If u < 0.5, then we use the symmetry properties of the normal 
distribution to obtain zu = -z1-u, where z1-u can be obtained from 
the normal table.







For any probability expression concerning normal random
variables of the form Pr(a < X < b), the population mean  is
subtracted from each boundary point and divided by the
standard deviation  to obtain an equivalent probability
expression for the standard normal random variable Z,

Pr[(a - )/ < Z < (b - )/]

The standard normal tables are then used to evaluate this latter
probability.





The pth percentile of a general normal distribution (x) can also 
be written in terms of the percentiles of a standard normal 
distribution as follows: x =  + zp





Summary
In this chapter, we discussed

Continuous random variables
Concepts of expected value, variance, and cumulative distribution
for continuous random variables
Normal distribution, which is the most important continuous
distribution
The two parameters: mean  and variance 2

Normal tables, which are used when working with standard
normal distribution
Electronic tables can be used to evaluate areas and/or percentiles
for any normal distribution




