
Estimation



In this chapter, we will discuss

How to infer the properties of the underlying distribution in a 
data set. This inference is usually based on inductive reasoning 
rather than deductive reasoning, that is, determining a best 
“fits” model among different probability models.

Two types of statistical inferences: 

Estimation: concerned with estimating the values of specific 
population parameters. These specific values are referred to as 
point estimates. Sometimes, interval estimation is carried out to 
specify a range within which the parameter values are likely to 
fall.

Hypothesis testing: concerned with testing whether the value 
of a population parameter is equal to some specific value.



Random sample: a selection of some members of the population such
that each member is independently chosen and has a known nonzero
probability of being selected.

Simple random sample: each group member has the same probability of
being selected.

Reference, target or study population: the group we want to study. The
random sample is selected from the study population.

Random sampling is not the only one used in practice.

A popular alternative is cluster sampling.

An alternative method of selecting the sample is to have a computer
generate a set of 100 random numbers (from 1 to over 100,000).





Randomized clinical trial (RCT) is now accepted as the optimal 
study design in clinical research.

A randomized clinical trial is a type of research design used for
comparing different treatments, in which patients are assigned to
a particular treatment by some random mechanism.

The process of assigning treatments to patients is called
randomization.

Randomization means the types of patients assigned to
different treatment modalities will be similar if the sample sizes
are large. However, if sample sizes are small, then patient
characteristics of treatment groups may not be comparable.

It is customary to present a table of characteristics of different
treatment groups in RCTs to check that the randomization
process is working well.





…contd



Methods of randomization: random selection, random
assignment, etc. In clinical trials, random assignment is
sometimes called block randomization.

A block size of 2n is predetermined, where for every 2n patients
entering the study, n patients are randomly assigned to treatment
A and the remaining n patients are assigned to treatment B.

For more than two treatment groups: If there are k treatment
groups, then the block size might be kn, where for every kn
patients, n patients are randomly assigned to the first treatment,
second treatment, and so on up to to the kth treatment.



Stratification 
Another technique used in the randomization process.

In some clinical studies, patients are subdivided into subgroups, or
strata, according to characteristics thought important for patient
outcome.

Separate randomization lists are maintained for each stratum to
ensure comparable patient populations within each stratum. This is
called stratification.

Each random selection (ordinary randomization) or random
assignment (block randomization) might be used for each stratum.

Typical characteristics used to define strata are age, sex, or overall
clinical condition of the patient.



The use of blinding is an important advance in modern clinical research.

A clinical trial is called double blind if neither the physician nor the
patient knows what treatment he or she is getting. A clinical trial is called
single blind if the patient is blinded as to treatment assignment but the
physician is not.

A clinical trial is unblinded if both the physician and patient are aware of
the treatment assignment.

The current gold standard of clinical research is the randomized double-
blind study, in which patients are assigned to treatments at random and
neither the patient nor the physician is aware of the treatment assignment.

This prevents biased reporting of outcome. However, it may not always be
feasible in research settings. In some cases, as treatment progresses the side
effects may strongly indicate actual treatment received.



A natural estimator to use for estimating the population mean 
is the sample mean 

x is a single realization of a random variable X over all possible 
samples of size n that could have been selected from the 
population. 

X denotes a random variable, and x denotes a specific 
realization of the random variable X in a sample.

The sampling distribution of X is the distribution of values of x 
over all possible samples of size n that could have been selected 
from the reference population.



Let X1, …, Xn be a random sample drawn from some population with 
mean . 

Then for the sample mean X, E(X) = , regardless of its underlying 
distribution. 

X is regarded as an unbiased estimator of .

An estimator of a parameter  is referred to as     .

An estimator      of a parameter  is unbiased if E(     ) = . This means 
that the average value of      over a large number of repeated samples of 
size n is .



Let X1, …, Xn be a random sample from a population with underlying 
mean  and variance 2

.

The set of sample means in repeated random samples of size n from 
this population has variance 2/n. 

The standard deviation of this set of  sample means is thus /√n and is 
referred to as the standard error of the mean or the standard error. 

A reasonable estimator for the population variance 2 is the sample 
variance s2.

The standard error of the mean (sem), or the standard error (se), is 
given by /√n and is estimated by s/√n. 

The standard error represents the estimated standard deviation 
obtained from a set of sample means from repeated samples of size n 
from a population with underlying variance 2.







Central Limit Theorem
Let X1, …, Xn be a random sample from some population with
mean  and variance 2. Then for large n, X ~ N(, 2/n) even if
the underlying distribution of individual observations in the
population is not normal. (The symbol ~ is used to represent
“approximately distributed.)

This theorem allows us to perform statistical inference based on
the approximate normality of the sample mean despite the
nonnormality of the distribution of individual observations.

The skewness of the distribution can be reduced by
transformation f data using log scale. The central-limit theorem
can them be applicable for smaller sizes than if the data are
retained in the original scale.



Interval Estimation: specify a range within which parameter values 
are likely to fall.
If we re-express X in standardized form by

Then Z should follow a standard normal distribution. 

Hence, 95% of the Z values from the repeated samples of size n will fall
between -1.96 and +1.96 because these values correspond to the 2.5th

and 97.5th percentiles from a standard normal distribution.
However, the assumption that  is known is somewhat artificial,
because  is rarely known in practice.





t Distribution
 can be estimated by the sample standard deviation s and to try to
construct CIs using the quantity (X - )/(s/√n); however, this is not
normally distributed.

This problem was solved by a statistician named William Gossett
(“Student”). The distribution (X - )/(s/√n) is referred to as Student’s t
distribution, the shape of which depends on the sample size n.

The t distribution is not unique but is a family of distributions indexed
by a parameter referred to as degrees of freedom (df) of the
distribution.

If X1, …, Xn ~ N(,2) and are independent, then (X - )/(s/√n) is
distributed as a t distribution with (n - 1)df



Student’s t distribution is a family of distributions indexed by the 
degrees of freedom d.

The t distribution with d degrees of freedom is referred to as the
td distribution.

The 100 × uth percentile of a t distribution with d degrees of 
freedom is denoted by td,u, that is Pr(td < t d,u)  u



The percentage points of the t distribution for various degrees of 
freedom. 

The uth percentile of a t distribution with d degrees of freedom is found 
by reading across the row marked d and reading down the column 
marked u.

MINITAB, Excel, SAS, or Strata can also be used to compute exact 
probabilities associated with t distribution.

A 100% × (1 - ) CI for the mean  of a normal distribution with 
unknown variance is given by 

(x – tn–1,1- /2s/√n, x + tn-1,1-/2 s/√n)

Short hand notation: x ± tn-1,1-/2 s/√n





Confidence Interval for the Mean of a Normal Distribution 
(Large-Sample Case)

An approximate 100% × (1 - )CI for the mean  of a normal 
distribution with unknown variance is given by 

(x – z1- /2s/√n, x + z1-/2 s/√n)

This interval should only be used if n > 200.

However, it can also be used for n ≤ 200 if the standard deviation 
() is known, by replacing s with . 

The boundaries of the interval depend on the sample mean and 
sample variance and vary from sample to sample. 





Over the collection of all 95% CIs that could be constructed from 
repeated random samples of size n, 95% will contain the parameter .

The length of the CI indicates the precision of the point estimate x.





Factors Affecting the Length of a CI

The length of a 100% × (1 - ) CI for  equals 2tn-1,1- /2s/√n

and is determined by n, s, and 

n: As the sample size (n) increases, the length of the CI decreases

s: As the standard deviation (s), which reflects the variability of the 
distribution of individual observations, increases, the length of the 
CI increases

: As the confidence desired increases ( decreases), the length of 
the CI increases.

Usually only n and  can be controlled. s is a function of the type of
variable being studied, although s itself can sometimes be
decreased if changes in technique can reduce the amount of
measurement error, day-to-day variability, and so forth.









6.8Point estimation for a binomial parameter p
Let X be a binomial random variable with parameters n and p. An
unbiased estimator of p is given by the sample proportion of events .
Its standard error is given exactly by √pq/n and is estimated by

For large n, is normally distributed with mean  = p and
variance 2/n = pq/n or

An approximate 100% × (1- ) CI for the binomial parameter p
based on the normal approximation to the binomial distribution
is given by

This method of interval estimation should only be used if









Lower One-Sided CI for the Binomial Parameter p — Normal-Theory 
Method

The interval p < p2 such that Pr(p < p2) = 1 - 

is referred to as a lower one-sided 100% × (1-) CI and is given 
approximately by 



In this chapter, we discussed

Sampling distribution, crucial to understanding the principles 
of statistical inference

Minimum-variance unbiased estimator of 

Maximum-likelihood estimator (MLE) of 

Central-limit theorem

Interval estimate or confidence interval

t distribution to obtain interval estimates




















