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Chapter 4) 2 - General over view :-

statistics
L

Mathematical
. Applied .

H
Bio statistic .

How the research process go ?

& Data sets :-

population
sample .

all observations

responses of our subset of the
X, X2

.... Xn
intrest - population .

contains Parameters : contains statistics

M, 02 ,
O, P. X , S2

.
S,



Data .

f

V V

biscrete continuous
.

"countable" "Measurable"

-

sties .

S Z
Descriptive Inferential .
S Describing , classifying G making conclusions

summerizing & presenting or inferences about

the data . the pop. based on sample .

Chapter (2) :- Descriptive statistics .

① Measures of central tendency .

② Measures of variation .

=> Measures of central tendency o

① Mean (x) ② Mode(m) . ③Median (Q2).

-
affected by outliers -

the most frequent 150%
soi

I

value. Min Max

- found by :
· used for qualitative
data - -

the value in the middle & not

x =

i
- affected by outliers.

one mode unimodal
.

two modes bimodal . -
Q2 + I traction e average .

three modes- multimodal -

2 ↳ whole no keep it.



& comparison the mean & the median : -

① symmetric . ② skewed to right.

(positive)

i -
X = Q2

X > Q2
.

③ skewed to left .

Negative .

-
* < Q2 .

* Measures of spreads (non-negative values)

① Range ② IQR ③ variance Std
.

=> Range = Max-Min .

easy to calculate but very sensitive to

outliers .

=> Inter-quartile - range = Q3-Q

25% 25% % 25%25
1 I I

Min Qu 02 Q3 Max .



takes the middle 50% ,
not affected by

outliers-

④ - . n =

as ~ n
=

m . Frenchest
Don't forget to order data values·

* percentiles . The value that has k% of data below it

fraction - - next int.

Pic - on & whole no. +is the

=> variance & Shd-

Deviation Di = Xi-X .

sum of Deviations = 0 for any data set .

9 = xi -x

= - (better)

std : rance .

affected by outliers .



& Outliers :

Any value less than &1-1 . SIQR

More than &3 +1 : 5IQR

is called outhier

Any value less than 91-3IQR .

More than &3 + 3 IQR .

is called extreme outlier.

ecoefficient of variations

c . V = & , 100%

used to compare variation in two data sets of

different units
, since It's unitless

.

* Coding (linear transform) .

y = ax + b .

&Measures of central tendency &Measures of spread .

y = a . x + b Range cy)= 1a1 . Range(x) .

Q2(y) = a . Q2x + b . Sy
= /al . Sx-

mode (y) = a mode (x) +b . SY = az
.
S

-

Affected by addition & affected by multiplication

multiplication . only .



& Graphic Methods -

① Bar . graph :

I

X

-> used for discrete data only .

s good for qualitative (non-numiric datal .

② Histogram :- (using Minitab only) .

8

I 1 I X

- we can know the shape of data distribution .

- for quanitative data only .

③ Box & whiskers plot :-

**
* *

-

Min Qu . ⑮3 Max -



Represent the five number summary :

Min , Q ,
Q

e G , Max -

& skewness using box plot :

① symmetric .

- & 3 - qz = Q2 -Q

equal distances.

-azai= 03

② skewed to right :

- 03 -Q >Q2 - Di

"

Q , =- Q3

③ skewed to left .

- Q - Az < Q2 -Q

Q, ne as



a chapter (3) : probability
=> some basic definitions :

sample spaces the set of possible outcomes.

(5) or (i) .

vIs) or N( : number of elements in s.

outcome : the result of a singletrial .

Event. :

any subset of the sample space . As BeC ....

probability : The chance of getting an event .

P(A) = A =

no . f elements in A .

no . I elements in S.

& Rules of probability g
-

S

S
B

A
A

An ri A
E

-

① P(A) + P(A)= 1 .

↳ P(A) = 1- O(E)

↳ P,E) = 1 - PIA) -

② P(AUB) = P(A) + P(B) - PCARB) .

③ P(A1B) = P(A) - PLANB .

P(BA) = P(B) - PLAMB) .



~ If A & i mutually Exclusive (disjoint) : -

P(A nB) = 0 - A B

⑤ If A &B independent :-

S

P(AB) = PLA) x P(B) .

B

A

Also : P(A15) = P(E) XP(B) ri

P(AnB) = P(E) x P(B)

0(A &B) = P(A) xP (B) .

⑥ conditional probability -

P(A1B) =
B)

P(B)

P(B(A) = B

P(A) -
AUB = BUA

ARB = BMA .

Note : If A d B independent : - order doesn't matter
.

~>P(A1B) = P(A)
> P(B(A) = P(B) .

Note Relative Risk of B given A .

-

!A independen
Note : PLANB) = #UB)

=
1- PIAU)

P(AWB) = pAn)= 1- PLANB) .



& probability tables
-good when we need to find intersections

.

P(AM) · P(AB) ..
--

A E total .

B P(A 1B) P(AMB) P(B)

B P(51A) P(AB) P(B)

total P(A) PCE) . I

& screening tests :

Actual / Disease .

↑

-
positive (D) Negative (5)

⑮ positive (Tt True positive False Positive
-> CTP) · (FP)
-

Negativel False Negative True Negative
(Fw) (TN) .

-port-poit -Feea
-> sensitivity = PCT+rD) = D)

=
P
-

TP + AN-

TN
-> specificity : P(TIJ) = --

P(5) TN +FP-



a Tree diagram (Bayes theorem) :-

used when we have conditional probabilities

-> used when we have two partitions ,
two stages

B - P(AdB) = P(A) x P(BIA) .

p(B(A)

At
P (A) P(B/A) 5 - P(A1) = P(A) xP(5/A)

P(BIA) B - PERB) = OCES P(BIA)

PIES >

A

P>5,ES
. Be P(ERB) = PIES PIBIE) .

P(B) = P(A 13) + P(T 1)
↳This is called total probability rule .



a chapter (n) : Discrete probability distribution
.

Random Variable : A function that assigns numiric

values to different events in s.

Random variable .

--
Discrete continuous

countable
,
finite - Measurable ,

infinite
.

&probability distribution :

A table has the values of X & their prob.

Xpex1
-

) = 1 _ * I <P(X) = 1
.

& probability mass function <P . M .F)=-

A function f(x) = P(x =xi) is a p .M-5 it =-

① P(X = xi) >,
0 ② SP(X= xi) = 1 .

8 The Expected value : - It's the weighted mean .

E(X) = M = 2 x - p(X = xu) -

& The variance--

evar(x) = 0
2

= E(x-M)2

->
var(x = 0 = E(x2) - (Ecx))2 (way better)

Std
= 0 =Varix).

Note : E(x2 = & x2 · P(X = xi) -



- The Binomial distribution :-

x is said to follow binomial if :

① in independent trials .

② we have two outcomes

③ prob ·
of success P is the same .

-> X-Bin( n , p) -
X =

0 > ! , ---- R -

~

n : number of trials.

p : prob . of success .

g : prob .
2 failure

. G = 1 - P.

=> we want to find :-

① P(x = xi) = (2)p" . gn
-xi

② P(x[K) or P(x>, K) ... use tables .

③ E(x) = n xp -

⑭ varix) = nxpxg .

③ Sto-ox) .

· P =0 .5
P > 0 .5

7
P <0 .5 i sitI

right symmetric left .



- Chapter (5) : Normal distribution .

XVNC M ,
04.

1) symmetric - -
2) mean = mode =median

.

..so . s

3) prob -

= area .

- * M o

n) total ared=1 .

The standard normal-

ENNCO , 1) .

P(z K) use tables
. wo2) P(z > k) = 1 - P(z = k)

or P(z>K) = P(z<-k)

3)P(z = k) = 0
.

4) p(acz (b) = P(zcb) - P(zca) .

te : p(-acz <a) using D column in tables.

·Transforming to standard normal :-

If X-N(M ,
02 then .

z =

Eu ~NC0 , 1) .



A
B

.

-
var 1) heigher than war (Al .

& very important noles

P(Xca) = P(X > b)

·ti :r = b

-

a

② P(X < Q) =

0 .
25

i P(X < &2) = 0 . 50

P(X < Qs) = 0 .75 .

·es , O2s ! ass ! 02s
.

In general :

P(X < Px) = K%
a Q2 s

.

&

·"i!" on is

Arwa M . Bader
.




