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Community medicine
Biostatistics activity

Activity

ics: Basics — Epidemiol & Bi istics - Video 2-6

Learn how to code your data in SPSS - Video 7_9

Descriptive Statistics Examples and SPSS analysis - Slides 7_9

Running and Interpreting Chi-Square on SPSS - Video 10-13

Running and Interpreting an Independent-Sample t-test on SPSS - Video  14-16
Running and Interpreting Dependent (Paired) Sample t-test on SPSS - Video 17-18

Biostatistics Activity MCQ 19

This file includes all the lectures and slides. You can rely on it
completely , The links of lectures have been placed at the end
of each lecture if you want to watch it , Don’t worry, this file is
very simple , studying it might take less than two hours.




Epidemiology and Statistics

Epidemiology and statistics are closely related, but they are not

the same. Statistics serves as a tool used by epidemiologists to
analyze data and derive conclusions.

Data vs. Information

- Data : are raw numbers or observations that, by themselves, may lack meaning.
For example:

53, 61, 62: Without context, these numbers don’t provide meaningful information.

- Information: When data are associated with context, they transform into
information. For instance, if these numbers represent the ages of three individuals
in 2015, they now have meaning: they are the ages of people.

What is a Variable?

- Avariable is a mathematical value that can change within a specific
situation or scope of a problem.

In mathematics, a variable represents a value that changes within a problem.

In research, a variable can represent characteristics like age, gender, or location.

In computers, a variable might store a number or string of text.

In epidemiology, we often categorize variables as exposures (independent
variables) and outcomes (dependent variables). For example:

If we're examining the relationship between smoking rates (exposure) and cancer
rates (outcome), we analyze how changes in smoking rates influence cancer rates.

In Mathematics
Math

A value that may change within the scope of

“ ” ependent Independent
a problem or situation (vs. a “constant”). Dpncien s joigaainls

Research 210 - x

A logical set of attributes (gender, age, etc.)

Computers A symbolic name given to an unknown quantity. s

In Epidemiology



Types of Variables

Continuous Variables

-Accept fractions

-Examples include age,
height, and temperature.

Dichotomization: This refers to converting
a continuous variable into a dichotomous
one (i.e., having only two categories). For
example:

» Age:23,17,14, 35,68, 15
+ Dichotomized Age Group: <18 vs. >18

Categorical Variables
(Discrete)

- Doesn’t Accept fractions

-Examples include gender, employment
status, and age group.

Dichotomous Variables: A subtype of
categorical variables with only two
possible values.

Example: Male/Female, Employed/
Unemployed.

“Dichotomize” means to convert
a non-dichotomous variable to a dichotomous one.

Age

=

23,17,14, 35, 68,15

Age group

<18 vs. 218
14,15,17 23, 35,68

We can also create categorical variables with more levels.

Age —

23,17,14,35, 68,15

Age group
<25
26-50
>50



Population

/[

Sampling

Sample

The statistics and epidemiologic approaches we use

are affected by the assumptions of the sampling strategies used.

Population
(also called “Reference Population”)

/

-The topic was mentioned and
explained in the main lectures
(not the activities).

Introduction to the Null Hypothesis:

Definition: The null hypothesis is a statement that there is no relationship

between the variables being tested.

Purpose: it’s crucial for performing statistical tests. It helps us determine
whether to reject or fail to reject the hypothesis.

Important Note: We never “accept” the null hypothesis. Instead, we either

reject it or fail to reject it.

? Why do we care?

Statistical tests allow us to either “reject” or “fail to
reject” the null hypothesis.

Ho: By = H,

H_: the average number of subjects getting better in
the test group is no different from the average
number of subjects in the placebo group.

Example: Suppose you’re comparing the mean
responses of two groups, such as a treatment
group and a placebo group in a randomized
control trial.

+ The null hypothesis states that the mean
measurement in the treatment group is
equal to the mean measurement in the
placebo group (U1 = p2).

 This indicates no difference or effect
between the groups.




P- Valu

The p-value is the value under this normal curve that tells you the likelihood of the
null hypothesis being true. It essentially measures how likely it is that you made an

error in rejecting the null hypothesis.

A “p-value” is computed from a statistical test.
it tells us whether we Should reject the

null hypothesis.

Probability

Definition of Alpha (a):

pvalue It represents the maximum probability

Whether or not we reject the null is determined
by whether the p-value is below a certain
cut-off, which we call the alpha value.

Probability

Traditionally, we tend to set alpha at either

0.05 or 0.01.
a-value

of making a Type | Error, which means
rejecting the null hypothesis when it is
actually true.

Commonly set to 0.05, meaning a 5%
chance of rejecting the null hypothesis
incorrectly.

p-value

For example, if we are testing whether the average heights of two groups

of children are different, and perform a t-test to produce a p-value

of 0.02, setting a = 0.05, we can conclude that NUIl hypothesis is
rejected and that the two groups do indeed have different average heights.

{a

If the p-value from the test is 0.02, which
is less than 0.05, this indicates that you
can reject the null hypothesis.

* Error Likelihood: The p-value of 0.02
suggests that there is only a 2%
chance that you mistakenly rejected
the null hypothesis. Since this is a
small probability, it indicates a
reliable result.

“If the p is low, the null (hypothesis) must go.”



confidence Intervals

* Preferred over p-values.

* Provide a range where the true value is likely to fall.

The Confidence Level is complementary
to a:

«Confidence Level = 1 -\alpha .

«For \alpha = 0.05, the confidence level is
1-0.05=0.95, or 95%.

« Example: If the average age is 21, a 95% confidence interval might be (20.5,

21.5).

* This means there’s a 95% chance the actual average is within that range.

Test Name

T-Test

Chi-Square Test

ANOVA

Correlation

Regression

statistical tests

Purpose

Compare the means of two
groups.

Determine if two categorical
variables are associated.

Compare the means of three or
more groups.

Assess the relationship between
two continuous variables.

Determines the influence of one
or more variables on an
outcome.

Example

Comparing the average height
of children in two different
schools.

Testing if smoking status
(smoker/non-smoker) is
associated with gender (male/
female).

Comparing the average weight
among three diet groups (low-
fat, keto, Mediterranean).

Checking if age and maximum
heart rate are correlated.

Modeling how smoking, age,
and exercise influence heart
disease risk.

Link to the lecture



https://youtu.be/6LgVrfEQWE8?si=-eOk2J3INRB1-8an

Descriptive Statistics example

Exercise 1 :

Exercise 2
Computer Sales (n = 12 salespeople) [
Original Data: 3,10, 2,5,9,8,7,12,10,0,4,6 Data (n=16):
Compute the mean, median, mode, quartiles. 1,1,2,2,2,2.8,3,4,

4,5,5,6,7,8,10
First order the data:
0,2,3,4,5,6,7,8,9,10,10,12
sX, = 76 Compute the mean,
X=76 /12 = 6.33 computers sold mueadr[(?lr;,smode,
Median = 6.5 computers q '
Mode = 10 computers
Q, = 3.5 computers, Q3 = 9.5 computers

Answer.

1_122%2233%445
5{67810

Mean =65/16=4.06
Median = 3.5

Mode =2

Q=2

Q, =Median=3.5
Q,=5.5

Exercise 3
Inter-Quartile Range (IQR)

Data — number of Answer. First order
absences (n=13): the data: + IQR=Q,-Q,

0,0,0,i1,1,2, 2, 3,3, & =15):
0,5,3,2,1,2,4,3,1,0,0, 4,i5,6,12 Exampta (n=12)
6,12 ¢

Mo =29/135310 0,0,2,3,4,7,9,12,17,18, 20, 22, 45, 56, 98
Compute the mean absences
A ’ Median = 2 absences . =3, =22

median, mode, Mode = 0 absences Q Q
quartiles. Q, =.5absences

Q,=4.5 absences IQR=22-3=19 (Range =98)
;=4

Running Descriptive Statistics in SPSS Statistics

1. STEP: Load Data into SPSS

« Commence by launching SPSS and loading your dataset, which
should encompass the variables of interest — a categorical
independent variable (if any) and the continuous dependent
variable. If your data is not already in SPSS format, you can import
it by navigating to File > Open > Data and selecting your data file.

2. STEP: Access the Analyze Menu

* In the top menu, locate and click on “Analyze. ” Within the
“Analyze” menu, navigate to “Descriptive Statistics” and choose
“Descriptives.

” Analyze > Descriptive Statistics > Descriptives



3 *Example Dataset sav [DataSet1] - IBM SPSS Statistics Data Editor
File Edit View Data Transform Analze Graphs Utiities Exensions Window Help

= .| Repons > r==s
e O « 4 A =
H Dy Statistics Y BE
Name Type Bayesian Statistics » Descriptives. Values
1 pid Numeric Tables » None
2 e Numeric & Ewlore.. None
ag Compare Means » m Crosstabe
= gender Nomeric General Linear Model » ’ {1, Male)
4 ethnicity Numeric TURF Analysis {1. White}
= = ~ Generalized Linear Models L, e
at 2 i y
: e uc‘ I|cm Numenc Mixed Models » [ Ratio.. §1 clgh :;
marital lumeric = . Cohabiti
7 ol t IN Correlate » |EE-PPiots.. 0. Empl
employment lumeric . Employe
————— i Regression » |E-aPiots ¥
8 finc Numeric o None
9 pedu Numeric Lookiea; ation (continuous years) None
10 residentialar. . Numeric G R b a {0, Metropol
1 asthma Numeric Classiy ' diagnosed by doctor {0, No}.
12 diabetes Numeric Dimension Reduction ¥ diagnosed by doctor {0, No}.
13 highbp Numeric Scale " bd pressure diagnosed by doctor {0, No)
— A Ao et Tambn . —roe

3. STEP: Specify Variables

« Upon selecting “Descriptives, ” a dialog box will appear. Transfer the
continuous variable you wish to analyze into the “Variable(s)” box.

&R Descript
Variable(s):

< unique individual identificatio... [= & age of individual [age]

&% gender [gender] < total family income in 2018 [finc]

&% ethnic group [ethnicity] Noi
&% level of education (collapsed)... Noi
& marital and cohabitation statu... Noi
& employment status (collapse.. Not
@& highest parental education (c.. Not
& type of residential area [resid.

&% whether has asthma diagnos. Not
&% whether has diabetes diagno Noi
&% whether has high blood pres Noi
&% whether has cancer diagnos @ Not
@ whether has emotional or psy...

&% whether has depression diag Riot
&% whether has bipolar diagnos. Noi
&% whether has schizophrenia di.. Noi
& whether has anxiety diagnos Not
& whether has phobias diagno.. N
&% whether has alcohol problem... =
& whether has other drug probl Noi
& whether has ocd diagnosed ... Noi
% whether has ptsd diagnuse? = Not

> Not

[] save standardized values as variables Nol

ok ][ easte ][ Beset J(cancel ][ Hee ] fjnios

4. STEP: Define Options

» Click on the “Options™ button within the “Descriptives”
dialog box to access additional settings. Here, you can
request various descriptive statistics such as mean, median,
mode, standard deviation, and more. Adjust the settings
according to your analytical requirements



Aransioni oew

] e — S AN Aa EmSD [ WOl

) riptives .
| Type : | mi
Numere yariablecs) Hone
e & unique individual identificatio... |~ & age of individual [age] —
= : & gender [gender] & total family income in 2018 [finc] &
UMeHC & ethnic group [ethnicity] W one
Numeric &% level of education (collapsed)... & Descriptives: Option: ? None
Numeric @ marital and cohabitation statu... B X None
Numeric & employment status (collapse... . None
& highest parental education (c.. [# mean £ sum
Numeric 2 5 P None
N z & type of residential area [resid Dispersion %
umeric i one
: & whether has asthma diagnos... [ Std. deviation [ Migimum
L & has diagno... = ; & ™ None
Numeric &% whether has high blood pres... @ [l variance I Saxdmum None
i ange S.E. mean
| & has cancer i (] Rang CIsE e
~ — & whether has emotional or psy.. N
umeric | | 9% hether has depression diag... Characterize Posterior Distribution one
Numeric & has bipolar & [« Kurtosis [« Skewness None
Numeric & whether has schizophrenia di. None
Numeric &% whether has anxiety diagnos... Display Order None
Namericl & whether has phobias diagno. @ variaple list Nonc
- & whether has alcohol problem... © Alphabetic
Numeric | & whether has other drug probil... O ondos means | None
Numeric | | & whether has ocd diagnosed < o | None
Numeric &% whether has ptsd diagnosed .. — © Descending means e
Numeric - o None

Numeric | [ Save eteses  (onunue) (_cancer | [ rew [ None
Numeric | Lok J(easte ][ meset ] (cancer umetpry | None

Numeric = v nas veu vy uuctor T oy None

5. STEP: Generate Descriptive Statistics:

Once you have specified your variables and chosen options,
click the “OK” button to execute the analysis. SPSS will
generate a comprehensive output, including the requested
descriptive statistics for your dataset.

fle Eot \View Data Transform Inset Format  Analyze  Graphs  Utlities  Extensions  Window  Help

g ‘g"ng DESCRIPTIVES VARIABLES=age finc
8 Descriotves /STATISTICS=MEAN STDDEV MIN MAX KURTOSIS SKEWNESS.
S Tite
& Notes
+L Descriptive Statistics Descriptives
Descriptive Statistics
N Minimum ~ Madmum ~ Mean  Std. Deviation Skawness Kurtosis
Statistic Statistic Statistic Statistic Statistic Statistic Std. Error Statistic Std. Error
* "age of indwidual 2295 17 28 2262 3190 -105 051 -1136 102
total family income in 2295 $0  $927,000 $7863015 §76187922 3193 051 18874 102
2018
Valid N iistwise) 2295

This lecture includes these slides
However, it only teaches you how to
Lin k to the |ectu re input information into the computer,
which is something that is impossible
to be tested on or come up in the exam.



https://youtu.be/TZPyOJ8tFcI?si=F9LYCuXfIup7tAy2

Chi- square in SPSS

The Chi-square test is applied when we are working with categorical variables
“Nominal Variables” (e.g., gender, disease status, education level) rather than

continuous data (e.g., height, weight, or age).

1. Open SPSS:
2. Enter your data into SPSS with the following columns:

Subject: An identifier for each participant , Gender: Categorical variable ( Male ,
Female) , Age ,Smoker: Categorical variable (Smoker ,Non-smoker ) , Cholesterol.

3. Descriptive Statistics:
Go to Analyze — Descriptive Statistics — Crosstabs to check the distribution

of variables like gender, smoker status, etc.
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4. Reset — Select Gender for the Row(s) & Select Smoker for the Column(s) —
Click on Cells and check the box for Expected to see the expected frequencies in
the table (this is important for the Chi-square test) — continue
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5. In the Crosstabs dialog box, click on the Statistics button —
Select Chi-square to run the test —Click Continue — ok

Fde EGt View Data Transtrm Analce DWeciMartedng Graphs UbiSes Addons Window Help _
SRS M e~ Binfl 6 S8 BrEd00 %
o o e
subpect | gender mok - - - - - ] .

T T ) | i1 The Chi-square test for

2 2 Make 20 Non-sif~ - . - -
== 3 e % Hons independence or for association is

: R — used to determine if there is a
— § o 7 el statls}lcally S|gnrf|cath -

L Y M a9 relationship or association

| 9 Make 30 Nons .

) 10 Fomse Ve between two categorical

" 1 e s . -
—u 12 Fomale o ton variables. However, it does not

e e T provide any information about

o 1 o o the strength or magnitude of that
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File Edt View Data Transform Insent Format Analyze DirectMarketing Graphs Utiies Add-ons Window Help
AHERA M e » 8L 0O EPRS B
FEHEeANEH e~ iERhf 0O EPRS
€« +- 0B "2
8 [ ouput
B oo * Crosstabs
& {8 Crosstabs
+E e [DataSet2] 2:\Christine 2013julyl7\Statistics and SPSS\SPSS Guides\HealthStats.sav
@ Notes
(D) Active Dataset
8 Case Processing| Case Processing Summary
@ Gender (male or 1 o
() Cni-Square Tests|
G Symmetric Measu Valid Missing Total
N Percent N Percent N Percent
Gender (male or female) 176 | 1000% 0 0.0% 176 | 100.0%
* smoke (smoker of non-
smoker)
Gender (male o female) * ( or non-smoker) Ci
smoke (smoker or non-
smoker)
Smoker Non-smoker | Total
Gender (male orfemale) Male  Count [3 a 87
Expected Count 391 479 870
Female  Count 3 E 8
Expected daunt 399 491 890
Total Count 78 97 176
Expected Count 790 970 | 1760
Chi-Square Tests
l | Asymp.Sig. | ExactSig. - | ExactSig (1-
[ Vakia o -eidad) idad) eidad) - -
IBM SPSS Statistics Processor is ready

Gender (male or female) * smoke (smoker or non.-smoker) Crosstabulation

smoke (smoker or non-
smoker)
Smoker Non-smoker Total

Gender (male or female) Male Count 46 Ll 87
Expacted Count 391 479 87.0

Female Count 33 56 89

Expected Count 399 491 89.0

Total Count 79 97 176
Expected Count 79.0 g97.0 176.0

Look at the table showing the Observed and Expected frequencies
for each combination of Gender and Smoker categories.

Observed Counts: These are the actual counts in your
data for each combination of gender and smoking status.

Expected Counts: These are the counts you would expect
if there was no association between gender and smoking
status (i.e., if the two variables were independent).

large difference between observed and expected
counts suggests that the variables (gender and
smoking status) are not independent.

If the difference is not large, it suggests that gender
and smoking status are independent




Chi-Square Tests

Asymp. Sig. Exact Sig. (2- Exact Sig. (1-
Value df (2-sided) sided) sided)
Pearson Chi-Square 4.437° 1 035
Continuity Correction® 3821 1 .051
Likelihood Ratio 4455 1 .035
Fisher's Exact Test 049 025
Linear-by-Linear 4411 1 .036
Association
N of Valid Cases 176

a. 0 cells (0.0%) have expected count less than tThe minimum expected countis 39.05.
b. Computed only for a 2x2 table
Double-click to

artiuata
At the bottom of the Chi-square test table in SPSS, you’ll see a

line that tells you the percentage of cells that have an expected
count less than 5. You want this percentage to be 0% (or very
close to 0%). This means no cell has an expected count less than
5, and the Chi-square test is valid.

The Pearson Chi-square test gives a statistically
significant result (p = 0.035), which is less that
alpha (0.05) so we reject the null hypothesis
meaning gender and smoking status are

dependent on each other.

If this percentage is greater than 20%, it indicates that the
assumption has been violated, and the Chi-square test results
may not be reliable

0 cells have an expected count less than 5, which means the
assumption is not violated.

(]

All of the following about degree of freedom is
correct except:

Advantages of large degree of freedom often
depends on the type of the analysis

Degrees of freedom typically (but not always)
relate the size of the sample.

A higher degree of freedom means more power
to reject a false null hypothesis and find a
significant result.

v Higher degrees of freedom generally

Link to the lecture



https://youtu.be/wfIfEWMJY3s?si=hngy4dXPlmJw_YHS

T-test on SPSS

You have two variables:

 Dependent variable: Frontal brain volume (measured on an interval scale).

» Grouping variable: Smoker vs. Non-smoker (categorical variable coded as

0 for non-smokers and 1 for smokers).

frontal_brain_volume |

'—n—,J = Taov o ‘l
18 420 1.00

19 | 400 1.00

20 260 1.00
| 490 1.00
2 440 1.00

23 | 440 1.00

24 | 5.50 1.00
2% 510 1.00
% 510 1.00

27 320 1.00

2 3.90 1.00

29 320 1.00
& 490 1.00
31 430 1.00
ERE 480 1.00
3 240 1.00

\B, *independent_samples_t_test_smokers_brain_volume.say [DataSet1] - IBM SPSS Statistics Data Editor

|

B

1

(9]=19

s Window _Hep

Fie EGt Vew Data Transform Anayzel
ShRE M
1: trontal bran_voume  |7.30
frontal_brain_yolume
| 7.30
| 650
3 520
4 630
5 7.00
6 | 5.90
= 520
| 5.00
9 470
10 570
[ 570
2 | 330
= 5.00
| 460
15 4.80
16 | 380
7 | 4.60
owaview Vst ven,

BEEELE 0%

|Visibie: 2 of 2 Variables
(2] means. N T
I3 one-gampie T Test.

By - nug

One-Way ANOVA..

A A e ) Coagd S Al
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2. Place the dependent variable (frontal brain volume) into the “Test Variables” box &
Place the grouping variable (smoker vs. non-smoker) into the “Grouping Variable”

box.

» Define the groups by selecting “0” for non-smokers and “1” for smokers.. continue

Fle Et Vew Dus Taestom Ansyze Grashs Uites Adsens Vindow Meb

1 trontal_bram_vouume  |7.

SHOM e~ Bl 8 59

81 SPSS Statstes Processor  resdy

Ws *Output? [Document2] - IBM SPSS Statistics Viewer
Fle Edt Vew Data Transform |nsert Format Analyze Graphs Utites Add-ons Wndow Hep

SHAR HM e~ ARLET 0 & 2=
€« += B Ehs

"
.09 [Datasecl] C:\Documents and Settings\King of the Mods\Desktop\Old Stats Lectures and Movi
"Te
g Group Statistics
] 8td. Error
@l group N Mean Std. Deviation Mean
@ frontal_brain_volume  non-smokers 17 53204 1.06170 25750
Smokers 19 42947 94662 AN7
Independent Samples Test
Levene's Test for Equality of
Varances
p-valre
F 8ig. 1 of 8ig. (2-tailed)
frontal_brain_volume  Equalvariances A74 879 3.002 34 004
assumed
Equal variances not LJ 072 23 004
assumed
O [F]
[Picihia Flirk 1 and Diuat Tabin {51 @ORC Cravierce enndul [l nm wao W

1.Group: Non-smokers (17 participants)
and Smokers (19 participants).

2. Standard Deviation:

This tells you the spread or variability of
the brain volume measurements within
each group. A larger standard deviation
means more variability in

measurements.

3. The standard error measures how
accurately the sample mean represents
the population mean. A smaller standard
error indicates more precision in the
sample mean.

non-smokers) are equal.

Levene’s Test for Equality of Variances:
« Purpose: Tests whether the variances of the two groups (smokers and
« If the significance (p-value) from Levene’s test is greater than 0.05, we

can assume that the variances are equal. In this case, the p-value is
0.679, so the assumption of equal variances is not violated.




Independent Samples Test

Levene's Test for Equality of
Vanances

of Sig. (2-tailed)

Equal varlances not
sumed

frontal_brain_volume  Equalvariances AT4 679 [3091
assumed

004 ]

3072

23

004

T-test Results:

* T-statistic: 3.092

» Degrees of freedom (df): 34
+ P-value: 0.004

Since the p-value (0.004) is less than the typical significance level
(0.05), we reject the null hypothesis that there is no difference
between the brain volumes of smokers and non-smokers. The

Statistical significance: This
means that the difference you
observed between the groups
(e.g., frontal brain volume
between smokers and non-
smokers) is unlikely to be due to
random variability or chance. In
other words, the result is probably
not due to random sampling or
measurement errors.

glodll ana g il Adliaa] A8Me aga
Gl i) ey cidaadl of sl (ALY

{2l

ALl g ol ol 8 Y )

. Std. Error ¢ <
Jeviation Mean Sl (e 21 e el pal (g0 DAY 13g]
1.06170 25750 csall Ay sk il 3
94662 21M7
Independent Samples Test
or Equality of
ces ttest for Equality of Means
95% Confidence Interval of the
Difference
Mean Sid. Error \
Sig. 1 df 8ig. (2-tailed) Difference Difference Lower Upper
679 3092 34 004 1.03467 .33466 35457 1.71478
3072 3231 004 1.03467 33685 34880 1.72055

Cohen’s d (Effect Size):

» Cohen’s d measures the size of the effect or the
magnitude of the difference between the two groups

(smokers vs. non-smokers).

* In this case, Cohen’s d is about 1.03, which indicates a
large effect size. A value above 0.8 is typically

considered a large effect.

SPSS also provides
confidence intervals for the
mean difference between
groups, but this information
is rarely reported.

Link to the lecture



https://youtu.be/8alv3kZt8Ug?si=RNIr_ZPTHBdU4seK

Paired samples T-test on SPSS

The study involves 50 participants, and their resilience scores were measured
before and after a training program (Time 1 and Time 2).

The goal is to determine if there is a statistically significant difference
between the resilience scores before and after the training.

1. Inthetop menu, click on Analyze -Compare Means —
Select Paired-Samples T Test.

&, *Simulated Data1c.sav [DataSet1] - IBM SPSS Statistics Data Editor
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2. Select the column for Resilience Time 1 and move it to Variable 1 & Select the
column for Resilience Time 2 and move it to Variable 2 — ok
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Paired Samples Statistics Table:

- This will display the means, standard
deviations, and sample sizes for both
Resilience Time 1 and Resilience Time 2.

-This will give you an idea of the central
tendency of each group.
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Paired Samples Correlations Table:

 This shows the correlation between
the two sets of scores (before and
after).

* You might see a correlation value of
0.755, indicating that participants’
scores tend to be similar between the
two time points.

Paired Samples Test Table:
* This is where you’ll find the results of the t-test.

and Time 2 (e.g., -6.24).

difference scores.

difference.

(e.0., 49 if you have 50 participants).

* Mean Difference: The difference between the means of Time 1

 Standard Deviation of the Difference: The variability of the

« Standard Error Mean: The error associated with the mean

« t-value: The calculated t-statistic (e.g., -13.69).

« Degrees of Freedom (df): The number of participants minus 1

* Sig. (2-tailed): The p-value (e.g., 0.000). If this value is less
than 0.05, the difference is statistically significant.
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Link to the lecture

p-value (Sig.) is less than 0.05, you can reject the null hypothesis, indicating that
there is a statistically significant difference between the two time points. the p-value

of 0.000 indicates a very statistically significant difference


https://youtu.be/MJGk2sg4EZU?si=MF_xBlUu8G4btKjp

Biostatistics activity MCQ

° Blood pressure of a patient is the output that depends on
patient’s age and comorbidity. The best way to describe
B 50 patient’s blood pressure reading is:
Blood pressure of a patient is the output that depends on
patient’s age and comorbidity. The best way to describe .
patient’s blood pressure reading is: v Adependant variable

| O Adependant variable An independent variable

O An independent variable
Well done

o 1/1

An example of descriptive statistics is: An example of descriptive statistics is:
O T-test and chi square test T-test and chi square test
O Measures of validity and relaibility Measures of validity and relaibility

O Only measures of central tendancy ¥ Only measures of central

(Mean, Median and Mode) and tendancy (Mean, Median and
dispersion (SD) Mode) and dispersion (SD)

O ANOVA, MANOVA and ANCOVA ANOVA, MANOVA and ANCOVA

e 1/1

Fill in the missing words
You have the following data (n=16):

Fill in the missing words 1,1,2,2.2,2,3,3,4,4,5,5,6,7,8,10

You have the following data (n=16):

Compute the Mean, Median, Mode, Quartiles

1,1,2,2,2,2,3,8,4,4,5.5,6,7,8,10 (01,Q2,Q3)
486 x Mean=4.06]
Compute the Mean, Median, Mode, Quartiles BRI Ty
(Q1,Q2,Q3) 2 x E
2 x

O
53
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For any feedback , click here


https://docs.google.com/forms/d/1-jxshJ4HftruloHrpyRC_YJlQ5HCOX2g97FSAU9mUuk/viewform
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